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We proposed a new Joint User and Product Memory Network (JUPMN) utilizing user profile and product information in separate ways into sentiment 
classification. Inspired by the successful utilization of memory network, our model first creates document representations using hierarchical LSTM model and 
then feeds the document vectors into new carefully designed user and product memory networks to reflect corresponding features. The evaluation of JUPMN 
on three benchmark review datasets shows that JUPMN outperforms the state-of-the-art model and further analysis of experimental results is employed.
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Task: Sentiment Analysis. 
Input: a paragraph of reviewing text
Output: ratings/sentiment

Can consider user profile and product 
information, while they are fundamentally 
different. We should not consider them as 
single united representation

NN as classifier for text 
classification
RNN, LSTM
Neural-network-
based Approaches

Linear or kernel 
methods on lexical 
features
Traditional Way

Focus more on 
important text and 
add more associate 
data like eye-
tracking data
Attention

Utilizing User 
Profile and Product 
Information as 
single 
representation
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JUPMN
Joint User and Product

Memory Network

Part I: Hierarchical LSTM network with Attention
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Part II: Memory Network

Attention Layer

Benchmark datasets: IMDB, Yelp13 and Yelp14

JUPMN vs Comparison Models

Outperforms the state-of-the-art 
model
Best accuracy, RMSE and MAE

Config①: Importance of User vs 
Product Memory Network

Config②: Number 
of Hops

Config③: Memory Size

Config④:
Joint Weights

JUPMN with 
Different Configurations

Config①: Importance of User 
vs Product Memory Network

• User profile influences sentiments of movie
reviews more

• Product information influences sentiments of 
restaurants reviews more

Config②: Number of Hops
• Smaller hop works better
Config③: Memory Size
• Larger memory helps until 75

Config④: Joint Weights
• Weighted version works better
• Weight help to balance the 

influences of UMN and PMN

Left: document number 
statistics

Average joint weight for three datasets

Performance vs Memory Size


